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Abstract The composition vector (CV) method is an alignment-free method for phylogenetics.
Because of its simplicity when compared with the alignment-based methods, the method has been
widely discussed lately. There are mainly four steps in the CV method: (1) count the frequency of
each k-string in the sequence; (2) construct the composition vector for the sequence; (3) compute
the distance between every two composition vectors to form a distance matrix; and (4) construct the
phylogenetic tree. In this paper, we review several developments of the CV method respectively.

1 Background

In the past few decades, a large volume of molecular sequences has been generated,
and much information on the living organisms’ evolutions and traits is thereby provided.
These sequences all look very simple, for instance, the DNA sequence, no matter how
long it is, only contains four different nucleotides A, C, G and T. On this account, these
sequences alone cannot tell us too much information. In order to find more, sequence
comparison becomes essential. The sequence comparison methods can be divided into
two main categories: alignment-based [12, 15] and alignment-free [9, 11, 13, 20].

All alignment-based methods use the dynamic programming method to “align" the
sequences and then calculate the similarity or dissimilarity scores after the alignment. To
compare two sequences of length n by any alignment-based method, the computational
cost and the memory requirement are both ¢'(n?) [12, 15]. Because of the accuracy of
the dynamic programming method, currently, the alignment-based methods are widely
used for analyzing the gene sequences. But different gene sequences may give differ-
ent evolutionary results. For instance, based on the 18rRNA sequences, birds, which
are more closely related to crocodilians, were grouped with mammals [25]. In addition,
based on the gene sequences for MHG-CoA reductase, Archaeoglobus fulgidus, a definite
archaean, was assigned into the Bacteria [5]. In the meantime, with the development of
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sequence techniques, more and more whole genome sequences are available and they have
been generally accepted as excellent tools for the study of evolution [6]. But it is found
that aligning the whole genomes is a great challenging problem, as every species has its
own gene content and gene order, and we do not know which two genes can be aligned.
Furthermore, as the genome sequences are usually very long, both of the computational
cost and the memory requirement are expensive.

The alignment-free methods are thereby proposed for the whole genome phylogenet-
ics. Among them, the composition vector method has drawn substantial attention recently
[2,7,10, 11, 13, 27]. In this paper, we will review several developments of this method.

2 Introduction

The composition vector (CV) method was proposed by Hao et al. [9, 13] for the
whole-genome-based prokaryotic phylogeny. Their phylogenetic tree provided a classi-
fication of the three domains of life which is consistent with those based on traditional
analysis. Because of its success, quite a few models have been proposed along this direc-
tion. All models of the CV method consist mainly of the following four steps:

1. Construct the frequency vectors: two different methods for constructing the fre-
quency vectors will be introduced based on different biological sequences in Sec-
tion 3.

2. Construct the composition vectors: for each species, its corresponding composition
vector is constructed, with each entry being a signal-to-noise ratio. Several models
will be introduced respectively for estimating the noise in Section 4.

3. Compute the distance between every pair of composition vectors: several distance
measures will be introduced and analyzed in Section 5. The distance represents the
evolutionary distance between the corresponding species.

4. Build the phylogenetic trees: given the distance matrix obtained in Step 3, the
neighbor-joining method [14, 18, 19] is used to build the phylogenetic tree after-
wards.

3 Frequency Vector

Consider a molecular sequence (nucleotide or amino acid sequence) of length N. Any
consecutive k molecules within the sequence is called a k-string, where 1 <k < N. We
use a window of length k and slide it through the sequence by shifting one position at a
time to determine the frequencies f(u) of each k-string u in the sequence [2, 3, 13],

g(u)
1
f(v) N—k+1’ M)
where g(u) is the number of times that u appears in the sequence.

For the whole DNA sequence, the frequency vector is the vector with its entry given
by (1). For the protein-coding DNA sequences, each entry of its frequency vector is given

by:
L gj(w)
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see [7, 13, 27]. Here m is the number of protein-coding DNA sequences from the whole
genome, g;j(u) is the number of times that u appears in the jth DNA sequence, and N;
is the length of the jth DNA sequence. We remark here that the usage of (2) avoids the
problems from the gene order and the gene content in a genome sequence. For the amino
acid sequences of all protein-coding sequences, the frequency vector can be constructed
similarly, with each entry defined by (2). Therefore, the frequency vector is of length 4%
for the whole DNA sequence or protein-coding DNA sequence, and of length 20 for the
amino acid sequence of the protein-coding sequence.

4 Composition Vector

It is generally accepted that the phylogenetic signals in the biological data are often
obscured by noise and bias [4]. Therefore, denoising is essential for the CV method. In
the following, several models are introduced to estimate the noise, and the composition
vector is then constructed with each entry being a signal-to-noise ratio. Specifically, for
each f(u), with the appearance frequency of the k-string u defined by (1) or (2), the
estimated noise is denoted by ¢(u). Then the composition vector of the species is the 4%-
or 20%-vector, where each entry equals

f(w) —q(w)
q(u)
the signal-to-noise ratio of the k-string u. Before introducing the noise-estimation models,
for any k-string u, let us write it as LwR, where the characters “L" and “R" represent the
first and the last nucleotide of u respectively, and “w" represents the (k — 2)-string in the
middle. Moreover, we only consider DNA sequences in the followings. The amino acid
sequences can be considered in a similar way.

4.1 Markov Model

The probability of the appearance of the k-string LwR in the molecular sequence can
be estimated as,

)

P(Lw)P(wR)
P(w)
Here the equalities hold on both sides by the relationship between the joint probability

and the conditional probability. The approximation above assumes the Markov property.
Hao et al. [9, 13] employed the following formula:

f(Lw)f(wR)

S
to estimate the noise of the k-string LwR in the original sequence. If the denominator in
(3), i.e. f(w), is found to be zero, then it means that the (k — 2)-string does not appear in
the sequence. Obviously the (k — 1)-strings Lw and wR will not appear in the sequence,
and then

P(LwR) = P(Lw)P(R|Lw) ~ P(Lw)P(R|w) =

¢ (LuR) = 3)

f(Lw) = f(5R) =0.
When this degeneracy case happens, one can simply let ¢"4°(LwR) = 0. Formula (3) has
been found to be useful for the phylogenetic analysis of prokaryotes, chloroplasts, viruses
etc. based on their whole genome sequences [3, 7, 8, 13, 23, 24].



16 The 9th International Symposium on Operations Research and Its Applications

4.2 Dynamical Language Model

For the probability of the appearance of the k-string LwR, if we assume the indepen-
dence property, we have

P(LwR) = P(Lw)P(R|Lw) = P(Lw)P(R),

and
P(LwR) = P(L|wR)P(wR) = P(L)P(wR),
and then
P(Lar) — DEPR) ‘;P(L)P(WR) |
Yu et al. [27] proposed the formula:
2 (Lar) = LB OR) erf (Lo)f(®) “

to estimate the noise of the k-string. As formula (4) also appeared in the theory of dy-
namical language, this model is called the dynamical language model. Formula (4) has
been found to be useful and sometimes provide better results for the whole-genome-based
phylogenetic analysis [26, 27].

4.3 Maximum Entropy Principle Model

Chan et al. [1] employed the maximum entropy principle to estimate the noise. They
first assumed that the noise g(-) of the k-strings satisfies
q(vA) +4(vC) +¢(vG) +¢(vT) = I(v), 5)
q(Av) +4(Cv) +¢(Gv) +¢(Tv) = r(v),

where /(v) and r(v) are given non-negative numbers for each (k — 1)-string v. Entropy
is widely used in information theory as a numerical measure of the missed information
content. The larger the value of entropy is, the more information is missing, or say, the
variable is associated with more randomness. Based on this, Chan ef al. maximized the
entropy to find the most uninformative noise. More precisely, let ¢; = g(u;) be the noise
of the k-string w;, g; is then obtained by solving the optimization problem:

4k

maximize — Y g;logg;
i=1

6
g; satisfies (5), ©

subject to { gi >0 forall i.

We note that —g;logg; is the entropy of g;.

After solving (6), a system of noise estimation formulae is provided by:
M (LuR) — ! (LW);(WR)’

where

c= Z I(Lw) = Z r(wR).

Le{A,C,G,T} RE{A,C,G,T}
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We remark that (-) and r(-) are parametric functions, and different /(-) and r(-) will give
different estimation formulae. If Hao’s formula (3) is used for the g(LwR) in (5), we will
obtain a formula which is exactly the same as (3). If Yu’s formula (4) is used in (5), we
will have a new formula:

ot02) = 3o [+ 10 L fom)| 16+ i@ Lren)|. @)

R

where oo % [ZL: F(Lu) + XR‘,f (WR)] .

According to the traditional classification and the results derived from a large amount
of molecular, morphological and paleontological data, birds are thought to be first grouped
with crocodilians, and then as a whole grouped with mammals [2]. However, many studies
based on 18S rRNA sequences supported the grouping of birds and mammals first. The
CV method with formula (7) provided a tree which supports the traditional and widely
accepted classification [1].

S Distance Measure
Denote the set of composition vectors by S. We define our distance measure as fol-

lows:

(1) (Non-negativity) 0 < d(a,b) < e forallaandb € S.
(2) (Identity of indiscernibles) d(a,b) = 0 if and only ifa =b.
(3) (Symmetry) d(a,b) =d(b,a) forallaandb € S.

Note that the “triangle inequality" of the “metric distance"
d(a,b) <d(a,c)+d(c,b), va,b,c €S,
is not included in our definition.

5.1 Angle-based distance

To measure the distance between the composition vectors a, b € S, it is common to
employ the cosine of their angle defined as:

a’b

— 8
Jall- bl ®)

cosf =
where || - || represents Euclidean distance.

Stuart et al. [16, 17] was the first to introduce the angle distance for the phylogenetic
analysis. Their formula is as follow:

’ 1+cos@ 1 a’h
455 ) — log (T) — _log [5(1 + W)]

It is easy to check that this formula satisfies the three conditions of a distance mentioned
above.
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Hao et al. [9, 13] proposed the formula:

1—cos® 1 a’b
Mo py =S¥ _ (1 22 9
(@b) == =5 (1= i) ©)

for measuring the difference between two composition vectors a and b. We can verify
that this measure is a distance satisfying the three conditions. Since the cosine value
computed by (8) varies between —1 and 1, the function value of dHaO(a7b) is normalized
to the interval [0, 1]. Till now distance (9) is widely used and achieved a great success in
the phylogenetic analysis of whole genomes of bacteria, viruses, and vertebrates [2, 3, 7,
8, 13, 27].

Although distance (9) is defined based on the cosine of the angle, it is the same as the
square of the Euclidean distance of the normalized vectors:

a b |

1
dHao b) = _*
(a.b) ’nan ol

T4

5.2 Information theory-based distance

In probability and information theory, the Kullback-Leibler divergence, also called
respectively relative entropy, is widely employed to measure the difference between two
probability distributions. It is defined as follow,

KL(a,b) = iailog (%) (10)
i=1 t

where a = (a;)7_, and b = (b;)}_, are distribution vectors. Several attempts have been

made to introduce this concept into the area of alignment-free methods [10, 21, 22]. For
instance, Wu et al. [22] considered the following formula

KLM(a,b) = ¥ aglog (%) (11)

aeD

where D is the domain such that b, > 0. However, it is obvious that both of formulae
(10) and (11) do not fulfill the symmetric property. Wang and Zheng [21] introduced the
Jensen-Shannon divergence:
n P b
d®(a,b) =Y [ai log(a;) +bilog(b;) — (ai + b;)log (%)}
i=1

12)

into the composition vector approach. We can check that formula (12) satisfies all the
three conditions of a distance.

6 Conclusions

As different genes may provide different phylogenies, people have considered to do
phylogenetic analysis based on the whole genome sequences. Hao ef al. proposed the
composition vector (CV) method for the whole-genome-based prokaryotic phylogeny,
and obtained a three domains of the tree of life. Since then, the CV method has drawn
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people’s substantial attention and thereby been widely discussed. The CV method has
several advantages. For instance, it is a systematic method that requires no scoring matrix
or gap penalty. Moreover, for computing the distance between two taxa, its operation
cost is & (N logN) and the memory requirement is ¢'(N), where N is the length of the
longer sequence. We remark that the fast-computing property is essential for the methods
of the whole genome data analysis. As more whole genome sequences are available,
phylogenetic analysis is entering a new era. The CV method will be an alterative and
faster method than sequence alignment methods in handling these problems.
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